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Article

Introduction

We like to think that we are always conscious of what we are 
doing, saying, or seeing in our everyday life. In this sense, we 
consider all our actions to be intentional and controlled, and 
view them as part of our conscious phenomenological experi-
ence. However, how could automatic behavior, verbal slips, or 
failures of attention, such as those involved in magic tricks, fit 
in this picture? These examples suggest that our experience of 
the world may not be 100% conscious after all. As such, we can 
learn and memorize information in the absence of a fully con-
scious experience; those phenomena have been coined “implicit 
learning,” “implicit memory” and, more broadly, “implicit 
cognition.”

Beyond the fascinating nature of these phenomena, an 
essential question concerns the extent to which one can actu-
ally make use of the knowledge acquired without intention to 
do so. This question is directly relevant to a vivid debate 
amongst researchers about the assessment of how much 
explicit, conscious, and controllable this knowledge can be. 
Here, we focus on implicit learning because the issue of identi-
fying the best measure of conscious and unconscious influ-
ences has been—and still is—particularly debated in that field. 
As Zoltan Dienes1(p338) recently claimed, “It is vital for learning 

researchers to have a means for determining the conscious or 
unconscious status of knowledge, suitably defined.”

Implicit learning is construed as the ability to pick up regu-
larities in complex environments, without the intention to do so 
and in such a way that the resulting knowledge is difficult to 
express. Many paradigms have been developed to explore 
implicit learning.2,3 Here, we will focus on 2 of the most often 
used paradigms: artificial grammar learning and sequence 
learning. The artificial grammar learning task (AGL), devel-
oped by Reber4, involves a memorization phase and a classifi-
cation phase. In the first phase, participants are asked to 
memorize a set of letter strings generated by a finite-state 
grammar. In the second phase, they are told that the strings fol-
low the rules of a grammar, and are asked to classify new 
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Abstract
According to functionalist theories, consciousness can be defined by the functions that it serves and by the way it contributes 
to cognition. For example, when trying to establish dissociations between conscious and unconscious knowledge, conscious 
representations would be identified by the fact that they allow cognitive control or successful identification or recollection, 
assessed by verbal reports or forced-choice tasks. Even though the functionalist approach has brought about important 
dissociation results concerning conscious and unconscious cognition, critics emphasize that it does not account for the qualitative 
properties of conscious experience. Phenomenal theories are precisely based on the notion that conscious representations are 
such that it feels like something to have these representations. Thus, one way to assess conscious knowledge is to ask people, 
after they have produced a forced-choice response, to identify their mental states through the use of subjective confidence 
ratings, in which they discriminate between a complete guess and a response based on some feeling of knowing. However, these 
2 approaches are not mutually exclusive. In this article, we review a series of studies showing that the joint use of objective 
judgments about some external stimuli and about one’s own subjective knowledge concerning these stimuli, provides new 
insights into the putative dissociation between conscious and unconscious knowledge in learning.
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strings as grammatical or not. Typically, subjects can perform 
this classification task better than chance would predict, despite 
remaining unable to verbally describe the rules of the grammar. 
In sequence learning (SL), participants are asked to react to 
each element of sequentially structured, typically visual, 
sequences of events in the context of a choice reaction time 
task.5 On each trial, a stimulus appears at one of several loca-
tions on a computer screen and participants are asked to press 
as fast and as accurately as possible on the corresponding key. 
Unknown to them, the sequence of successive stimuli follows a 
repeating pattern. Reaction times decrease progressively with 
practice, but then dramatically increase when the repeating pat-
tern is modified in any of several ways. This suggests that par-
ticipants can better prepare their responses as a result of their 
knowledge of the pattern. Again, this change in performance is 
not accompanied by the ability to produce verbalizable knowl-
edge of the sequence.

This dissociation between task performance (ie, classifica-
tion accuracy in AGL or reaction times in SL) and verbal 
reports has led many authors to describe learning as implicit or 
unconscious in such situations, because participants appear to 
be sensitive to, and can apply, knowledge that they nonetheless 
remain unable to describe and had no intention to learn in the 
first place. This approach corresponds to functionalist theories 
of consciousness, where consciousness can be defined by the 
functions that it serves (verbal access, recollection, and con-
trol) and by the way it contributes to cognition.

The operational definition of consciousness differs in phe-
nomenal theories, with a focus on the qualitative properties of 
conscious experience. In this case, what it feels like to possess 
certain knowledge is under scrutiny: Conscious learning is 
associated with the ability to produce a subjective judgment 
about what is learned. Here we argue that finding a proper 
measure of awareness requires a satisfactory operational defi-
nition of the concept (but see Rünger & Frensch,6 who advo-
cate for a conceptual definition of consciousness instead). In 
the following, we present both perspectives and argue that a 
combination thereof is necessary to reach an accurate descrip-
tion of what is learned regarding its conscious or unconscious 
nature.

Functionalist Approach

Destrebecqz and Peigneux7 developed a useful taxonomy of 
the different measures of conscious knowledge. That clas-
sification is based on the functions that consciousness 
serves. Consciousness indeed allows (a) verbal access to the 
acquired knowledge, (b) recollection of the acquired knowl-
edge, and (c) control over the expression of the acquired 
knowledge. Accordingly, conscious knowledge can be 
assessed through (a) verbal reports and questionnaires; (b) 
forced-choice classification, recognition, and generation 
tasks; and (c) the comparison between direct versus indirect, 
or inclusion and exclusion, tasks. In the next sections, we 
survey the experimental procedures tapping these 3 func-
tions, and compare their ability to provide accurate mea-
sures of consciousness.

Verbal Access

Since awareness can naturally be described as an essentially 
private, first-person phenomenon, verbal reports and question-
naires have been used as the prior measurement method to esti-
mate conscious knowledge.4,5,8,9 Their use is nevertheless 
controversial: On one hand, verbal reports constitute an essen-
tial way of addressing and measuring consciousness,6,10 but on 
the other hand, they might not actually be sensitive enough to 
provide an accurate measurement tool for dissociating between 
conscious and unconscious knowledge and furthermore for dif-
ferentiating between the different features of conscious experi-
ence (see, namely, the information and sensitivity criteria11). 
There is no doubt, however, that one is conscious of some 
information if he or she can describe it verbally: This is the 
case for participants who are able to indicate the serial order of 
response locations in an SL experiment, or the grammaticality 
rules in an AGL experiment. But poor performance on ques-
tionnaires or verbal reports does not necessarily imply that par-
ticipants are unaware of some information. Tests of verbal 
awareness are indeed subject to several biases.3 For instance, 
since most of verbal reports are collected at the end of a given 
task, participants may forget or inaccurately recall the relevant 
features of the experimental situation. They may also fail to 
report conscious knowledge held with low confidence. Using 
verbal reports or questionnaires as the only measure of con-
scious knowledge, might thus overestimate unconscious learn-
ing. As a consequence, forced-choice tasks have been developed 
as an alternative, sometimes a complementary way to assess 
conscious knowledge at the end of the learning phase.

Recollection

According to the second operational definition of conscious-
ness, participants are deemed to have gained conscious access 
to the sequential regularities or the grammatical rules of the 
material, if they are able to make use of their knowledge in a 
subsequent test phase. Under the assumption that conscious-
ness allows recollection of the acquired knowledge, these tests 
have generally taken the form of a grammatical classification 
or stem completion task in AGL and of a generation or recogni-
tion task in SL. Because those tasks implement retrieval condi-
tions more similar to the learning task than verbal reports, they 
are more likely to meet the information and sensitivity crite-
ria.11 They are assumed to detect conscious knowledge left 
undetected by verbal reports or questionnaires. Above-chance 
performance in those direct tasks has therefore been opposed to 
the failure to report the underlying grammatical rules or the 
sequential regularity.2,12,13 For instance, in SL, Perruchet and 
Amorim14 reported reliable associations between motor 
improvement in the learning task and performance in a subse-
quent recognition task. This was taken as evidence that (a) par-
ticipants are able to express a great deal of the knowledge they 
acquired in the learning phase, and (b) this knowledge is not as 
unconscious as previously thought, if unconscious at all.

But above-chance performance in those forced-choice tasks 
is not necessarily driven by conscious knowledge only.15 
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Indeed, it has been shown in SL that participants are able to 
reproduce the training sequence in a generation task even when 
they claim to guess the location of the next sequence element.16 
Furthermore, in a recognition task, subjects may tend to 
respond faster to old sequence fragments than to novel ones; 
recognition ratings may therefore reflect this improved feeling 
of perceptual and motor fluency rather than explicit recollec-
tion of the training material.14 Performance in the recognition 
and generation tasks, rather than depending exclusively on 
conscious knowledge, is thus likely to depend on both implicit 
and explicit influences.

The fluency hypothesis has also been proposed in AGL, 
where the exposure to grammatical strings is assumed to 
improve processing fluency.17 This generates a feeling of 
familiarity, leading itself to endorse the strings as grammatical 
in the classification task (but not in a recognition task18), even 
if the knowledge on which this (conscious) feeling of familiar-
ity is based is not consciously recollected. Recent methodolog-
ical developments in AGL also indicate that above-chance 
performance in a forced-choice classification task does not 
necessarily reflect conscious knowledge of the grammatical 
rules. Forkstam et al19 compared performance in a typical 
grammatical classification task and in a preference classifica-
tion task, based on the mere exposure effect.20 The grammati-
cality classification task requires informing participants about 
the existence of a set of grammatical rules after exposure to the 
learning material. In a preference classification task, by con-
trast, there is no need to refer to the previous learning phase or 
to indicate the existence of a set of rules: Participants have 
merely to tell their preference for new strings based on a gut 
feeling. It is thus highly unlikely that participants would prefer 
grammatical strings more than non-grammatical ones based on 
conscious knowledge. Above-chance performance is neverthe-
less observed in the preference classification task, suggesting 
that participants do indeed prefer new grammatical strings. 
Moreover, Forsktam et al19 showed that preference classifica-
tion and grammatical classification are behaviorally equiva-
lent. Even if these results do not demonstrate unconscious 
learning, they show that explicit reference to the rules structur-
ing the material does not improve performance in a direct mea-
sure of learning. They therefore suggest that direct measures 
are not necessarily based on conscious knowledge.

To sum up, the assessment of conscious knowledge with 
forced-choice tasks is controversial, to say the least. On one 
hand, those tasks have been initially developed in order to 
maximize the detection of conscious knowledge left unde-
tected by verbal reports. On the other hand, forced-choice 
tasks are not immune from contamination by unconscious 
knowledge. Relevant discussion on the ability of those tasks 
to tap conscious and/or unconscious knowledge can be found 
in Shanks3,13 and Perruchet.21

Control

The third operational definition of consciousness, in Destrebecqz 
and Peigneux’s taxonomy7, refers to the idea that knowledge can 
be considered conscious if its expression can be intentionally 

controlled, as in the process dissociation procedure (PDP), ini-
tially developed in the field of implicit memory research.22 By 
contrast, it is assumed that unconscious knowledge influences 
performance independently from, or against, task instructions. 
According to the logic of the procedure, conscious and uncon-
scious influences can be estimated from the comparison of 2 
situations in which these influences either both contribute to per-
formance—the inclusion task—or are set in opposition—the 
exclusion task. In other words, in the inclusion task, both types of 
knowledge can lead to a correct response whereas in the exclu-
sion task, only conscious knowledge of the regularities can lead 
to the correct rejection of certain stimuli. The inclusion and 
exclusion tasks only differ with respect to their instructions.

Destrebecqz and Cleeremans23 applied this procedure to SL 
in a forced-choice generation task: under inclusion instruc-
tions, participants are told to produce a sequence that resembles 
the training sequence as much as possible. To do so, they can 
either explicitly recollect the regularities of the training 
sequence, or they can guess the location of the next stimulus 
based on intuition or familiarity. Under exclusion instructions, 
however, participants are now told to generate a sequence that 
differs as much as possible from the training sequence. 
Conscious and unconscious influences are now set in opposi-
tion, for the only way to successfully avoid producing familiar 
sequence elements is to consciously know what the training 
sequence was and to produce something different. Continued 
generation of familiar elements under exclusion instructions 
would thus clearly indicate that generation is automatically 
influenced by unconscious knowledge. Within the PDP, an 
estimate of conscious influences can therefore be obtained by 
computing the difference between inclusion and exclusion per-
formance, and an estimate of unconscious influence can be 
derived from the amount by which exclusion performance 
exceeds baseline.

Several researchers later used the forced-choice generation 
task under inclusion and exclusion instructions.24-39 The PDP 
has also been applied in a forced-choice recognition task, 
where only a subset of sequences had to be considered as “old” 
or “well-formed.”40,41 Finally, Higham et al42 used the PDP in 
AGL. Participants were exposed to 2 different sets of letter 
strings, generated from 2 different grammars: grammar A and 
grammar B. Then they had to classify novel letter strings as 
grammatical or not under inclusion and exclusion instructions. 
Inclusion instructions consisted in accepting both kinds of 
grammatical novel sequences while exclusion instructions 
required to exclude ungrammatical strings of letters as well as 
novel A or B sequences.* The general conclusion emerging 

*It is of note that Dienes et al43,44 also incidentally exposed partici-
pants to 2 separate sets of rules in the study phase and then asked 
them to endorse strings from only one of the grammars (ie, the “con-
sistent grammar”) in the test phase. Estimates of strategic versus 
obligatory knowledge were derived from the endorsement rates of 
consistent, inconsistent, and ungrammatical strings. This procedure 
is very similar to the exclusion instructions in the PDP but does not 
allow for a within-subject comparison between inclusion and exclu-
sion performance.
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from many of the PDP studies is that performance in forced-
choice generation, recognition or classification tasks stems 
from both conscious and unconscious knowledge (but see 
Wilkinson and Shanks24 and Shanks et al25 for notable 
disagreement).

Despite its extended application in implicit learning 
research, the PDP has also raised many controversial issues, 
regarding the hypothetical relationship between both conscious 
and unconscious influences,45 the complexity of the instruc-
tions,46 or the difficulty in interpreting results associated with 
those parts of the generated sequence that are not “correct” in 
the sense that they do not correspond to the training material 
but respect the exclusion instructions.29

Moreover, the postulated relationship between conscious-
ness and intentional control in the PDP has also been the topic 
of very contrasted claims. According to Rünger and Frensch,6 
too strict a functionalist definition of consciousness, such as 
the one used in PDP paradigms, does not provide a satisfactory 
and exhaustive measure of conscious knowledge. They 
claimed that the main function of consciousness is to allow 
global availability to various cognitive processes and that, in 
this view, verbal reports remain the best way to assess con-
scious knowledge. At the other end of the spectrum, Mong et 
al41 argue that instead of trying to measure the influence of 
conscious and unconscious knowledge, research on implicit 
learning should only focus on the difference between auto-
matic and controlled processes. These 2 radical attitudes are 
not, however, without causing arduous conceptual and meth-
odological issues. First, defining consciousness as the ability 
to exert intentional control over the acquired knowledge fails, 
however, to capture one of its essential aspects, that is, the 
qualitative, subjective or first-order properties of conscious 
experience.47 Second, as consciousness differs from report-
ability, self-reports should not be used as the only measure-
ment tool but in conjunction with other, more sensitive, 
subjective measures.

Phenomenal theories may address these two shortcomings 
of functional theories, as they are precisely based on the 
notion that conscious representations are representations such 
that it feels like something to have these representations. 
Thus, one way to assess conscious knowledge is to ask peo-
ple, after they have produced a forced-choice response, to 
identify their mental states through the use of first-person, 
subjective measures.

Phenomenal Approach

The phenomenal approach encompasses the coupling of objec-
tive and subjective measures of consciousness. As seen in the 
preceding sections, the third-person, objective measures require 
participants to indicate whether they are able to discriminate 
between features of the world (“worldy discrimination”), 
whereas first-person, subjective measures require participants 
to discriminate between their own mental states (“mental state 
discrimination”).28

Confidence Ratings

Confidence ratings are probably the most typical subjective 
measure. After participants made a forced-choice response, 
they are asked to indicate whether they are confident in their 
decision, by means of binary or graded confidence scales.48 
This coupling of objective and subjective measures combines 
the use of a subjective and an objective threshold to identify 
responses based on conscious or unconscious knowledge.49 A 
participant performing above chance in a forced-choice task 
(ie, performance is above the objective threshold) but claiming 
to guess the correct response (ie, confidence is below the sub-
jective threshold) would be influenced by implicit knowledge 
as she is using some knowledge about the material that she 
does not know she has. In other words, she is lacking a higher 
order representation of her representation of the regularity. 
This is unconscious knowledge by the guessing criterion.43,50 A 
second criterion for unconscious knowledge, the zero-correlation 
criterion, is met when confidence levels and performance rates 
are uncorrelated, when participants do not perform worse when 
they have the subjective feeling to guess than when they have 
the notion that they recollect the training material. Conversely, 
it is assumed that high correlation between confidence ratings 
and accurate performance indicates participants’ awareness of 
knowing.43,51

This procedure can be extremely fruitful when attempting 
to disentangle conscious and unconscious knowledge given 
that, as discussed above, both types of knowledge can subtend 
performance in a forced-choice task. And several studies have 
indeed applied these ideas in AGL and SL.52 Confidence rat-
ings have been criticized, however, on the grounds that they 
may be counter-intuitive to participants, or that they may be 
individually biased, as it is the case for verbal reports. As a 
solution to this problem, Tunney and Shanks48 used binary 
confidence ratings in AGL, and categorized them in terms of 
signal detection theory. This procedure ensures unbiased 
measure of confidence. Recently, the conjoint use of confi-
dence ratings and other scales, such as the feeling of warmth 
scale or the rule awareness scale, has also been proposed as a 
way to enable a finer assessment of subjective states of aware-
ness in AGL.47

Regardless of these improvements, other concerns have 
also been raised. Rünger and Frensch6 cast doubt concerning 
the ability of confidence ratings to provide an assessment of 
the actual conscious knowledge that was used when perform-
ing discrimination the confidence judgment is about. For 
instance, in line with the fluency hypothesis, participants may 
be rather confident that a given letter string is grammatical, 
based on easier and faster processing. In other words, confi-
dence ratings may express participants’ subjective experience 
of accessibility in a way that is not necessarily accompanied 
by full conscious access to the knowledge itself, just as one 
can be 100% confident that a given sentence is not grammati-
cal, without recollecting the exact rules on which his or her 
decision was made.
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Metacognitive or higher order thought theories go one step 
further in the phenomenal approach: “To establish that knowl-
edge is conscious one must establish that the subject is in a 
metacognitive state of knowing about knowing.”1(p338) In other 
words, the relevant requirement for a representation to be a 
conscious representation is that it should be related to a higher 
order representation of that very representation such that one 
has to be conscious to have that representation. This corre-
sponds to what Dienes and Scott53 coined conscious structural 
knowledge.

Structural and Judgment Knowledge

In AGL and SL studies, participants acquire knowledge of the 
structure of training items during the training phase: This is 
called structural knowledge. The debate regarding the exact 
nature of this acquired knowledge is beyond the scope of the 
present article, so let us just say that participants can learn 
rules, whole sequences, fragments of items, or statistical regu-
larities.21 In the subsequent test phase, this structural knowl-
edge is applied to the specific test items (letter strings, sequence 
fragments) in order to determine whether they do or do not 
share that structure: this is called judgment knowledge. 
Subjective measures based on confidence ratings, like the 
guessing and zero correlation criteria, assess the conscious sta-
tus of judgment knowledge only.

For the sake of illustration, let’s imagine four participants in 
an AGL study, randomly assigned to 2 different training condi-
tions: Participants A, B, and C were incidentally exposed to the 
training strings, whereas participant D knew in advance that the 
strings were generated from rules and intentionally tried to 
identify those rules. In the test phase, participant A was not 
able to discriminate between grammatical and ungrammatical 
test strings and claimed to guess on every trial. Participant B 
performed above chance in the grammaticality classification 
task (ie, accuracy was above the objective threshold) but was 
not more confident in his correct than in his incorrect decisions 
(ie, accuracy and confidence did not correlate). Participant C 
also classified test strings better than chance, and was further-
more systematically more confident in his correct responses 
than when he made a wrong classification so that his perfor-
mance was above the subjective threshold. Based on the cou-
pling of accuracy and confidence measures, one can conclude 
that (a) participant A just did not learn the grammar; (b) partici-
pant B has acquired unconscious judgment knowledge, because 
he is able to discriminate between features of the world without 
phenomenally experiencing that ability; and (c) participant C 
has acquired conscious judgment knowledge, in the sense that 
he can perform correct discriminative judgments and knows 
when he is using his knowledge adequately. However, this 
does not necessarily mean that he is aware of the structural 
knowledge that enabled these judgments. His decisions could 
have been based on a conscious sense of fluency or familiarity, 
and not on any specific structural knowledge such as “An X 
can start a string” or “letters cannot repeat themselves.” Finally, 

(d) participant D also expressed conscious judgment knowl-
edge according to the guessing and zero correlation criteria. In 
addition, as he knew there were rules in the material and 
searched for them, there is a good chance that he learned the 
structure of the strings as reflecting underlying rules, and there-
fore acquired conscious structural knowledge.

The conscious status of structural knowledge can be mea-
sured through a method devised by Dienes and Scott,53 where 
participants have to discriminate their mental state on a trial-
by-trial basis. Dienes1 developed the method as follows. After 
each classification judgment, participants indicate what was 
the basis of their judgment according to a set of attribution cat-
egories: random (the judgment was based on a pure guess); 
intuition (it had some basis but the participant had no idea what 
it was); familiarity (the decision was based on a feeling of 
familiarity but the participant had no idea what the familiarity 
itself was based on); recollection (the basis was a recollection 
of a string or strings or part(s) of the strings from training); and 
finally, rules (the basis was a rule or rules that the participant 
could state if asked).

If we go back to our fictitious participants, we can consider 
that participant A did not learn, participant B made random 
attributions, participant C used intuition and familiarity attribu-
tions, and participant D referred to recollection and rules. In 
other words, participant A had no knowledge whatsoever. Both 
judgment and structural knowledge were unconscious in the 
case of participant B. Judgment knowledge was conscious but 
structural knowledge was unconscious in the case of partici-
pant C. Finally, participant D had conscious judgment and con-
scious structural knowledge.

In sum, combining objective judgments about some external 
stimuli and about one’s own metacognitive knowledge con-
cerning these stimuli, provides new insights into the putative 
dissociation between conscious and unconscious knowledge in 
learning. Fu et al32 recently added those metacognitive attribu-
tions to the PDP method in SL, to assess the conscious status of 
structural knowledge. They reasoned that the PDP only mea-
sures the conscious status of judgment knowledge, because 
participants only need to know which location is legal in order 
to perform the generation task under inclusion and exclusion 
instructions. Thus, knowing why a given location is legal is not 
necessary to respond. By contrast, the attribution test requires 
that participants attribute the basis of their classification deci-
sions to either guess, intuition, rules, or memory.53 In their sec-
ond experiment, Fu et al32 demonstrated that the conscious 
judgment knowledge expressed in the difference between 
inclusion and exclusion scores could be based not only on rules 
and memory on one hand but also on intuition on the other 
hand. In other words, participants were sometimes able to exert 
control over the sequential knowledge when claiming they did 
not know what the basis of their judgment was. As the voli-
tional control of knowledge is the trademark of consciousness 
according to the PDP, this suggests that the PDP only is not 
suited to measure the conscious status of structural knowledge. 
Metacognitive attributions are needed.
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Conclusion

In this short article, we have tried to make a synthetic presenta-
tion of the conceptual and methodological challenges related to 
the dissociation and measurement of conscious and uncon-
scious learning. We proposed that the difficulty of this endeavor 
is related to the different operational definitions of conscious-
ness that follow from functionalist and phenomenal theories of 
consciousness. Functionalist theories focus on what conscious-
ness does whereas phenomenal theories are concerned with 
what it feels like. For decades, implicit learning research has 
been centered on identifying the respective shortcomings of the 
various methods used to measure conscious and unconscious 
knowledge. More recently, studies have instead started to adopt 
integrative approaches in which third- and first-person data are 
taken in conjunction in order to reach a better assessment of the 
extent to which behavior may reflect the influence of uncon-
scious structural knowledge. Similar strategies are also used in 
the domain of subliminal perception where sensitive scales 
based on intuition are used to measure awareness of briefly 
flashed visual stimuli.54
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